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ABSTRACT

In this article, | attempt to focus on the chronology of seisme imaging. | start in
the mid 1920's, progress through the human "computer” basadethods of the 1940's
and 1950's discuss the emergence of digital wave-equatieatnology in the 1960's and
early 1970's, and nally end with a review of the present. | iolude a bit of speculation
about the future of seismic imaging, but hopefully the meatfdhe article is on seismic-
imaging history. Based on the timing of their publications,| claim that there are
three key contributors to the theoretical developments of odern seismic imaging.
The rst is Rieber (Rieber, 1937a; Rieber, 1937b; Rieber, 38a; Rieber, 1936b), the
second is Hagedoorn (Hagedoorn, 1954), and the third is Qlbeut (Claerbout and
Doherty, 1972; Claerbout, 1971). | must of course note thatame of these were the
rst to consider the seismic imaging problem, but their papes and algorithms have
probably been quoted more often than anyone else. One cenlig must give credit
to Dix (Dix, 1952) and Slotnick (Slotnick, 1959) for similarcontributions as well.
Without direct reference, other names that come to mind indde Hans Sattlegger in
Germany, A. J. Berkhout in Holland, Bill Schneider at GSI in [allas, and Robert Stolt
at CONOCO in Ponca City, OK. However, without the independet computational
progression predicted by Moore's law, the spectacular sulsface images produced
today would not be possible. | hope to convince the reader than addition to the

development of the vast literature on seismic imaging thegrthere is another less
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publicized parallel technological progression focused time development of e cient
machines to produce, with minimal human intervention, an iareasingly more accurate
image of the strata below the recording instruments. Unfounately, with a few key
exceptions, the names of many of the contributors to this agpt of seismic imaging
have been lost. The digital revolution in the 1960's appeats be the culmination of
this attempt at mechanization, but it wasn't until the development of truly powerful
scienti c computers that the more accurate and advanced tloeetical developments in
seismic imaging theory became practical to apply and use ihd search for diminishing
supplies of hydrocarbons. In fact, one can argue that we $tdo not have su cient
computer power to do everything we need and want to do. But, #n, that's another

story.

INTRODUCTION

As de ned to the author, the purpose of this paper was to prode a history of seis-
mic imaging from its infancy through the digital revolutionand into the present. The
idea was to have something to both commemorate and celebrdtee many achieve-
ments of contributing Geophysicists during the seventy-th anniversary of the found-
ing of the Society of Exploration Geophysicists. At the timethis seemed to be a good
idea. While not being involved in the early days, | felt su ciently mature (read old
enough) to at least survey the remaining giants in the eld ad provide something
better than an overview of what they achieved. The plan was tproduce at least
a readily understandable analysis of the kinds of technolpghe practioners devel-
oped, when they developed it and how they applied it. As | pragssed it quickly
became apparent that | was probably not really up to the taskThis was a humbling
experience. While geophysicists are frequently heard tomnark on the small size of
the practitioners of the art, the last seventy- ve years arelled with truly brilliant

scientists who through dedicated e orts brought forth a rerarkable combination of



Physics, Mathematics, Engineering, and Computer Scienceretcted at unraveling
complex Geologic re ections to make it possible to map subdace strata and nd
the hydrocarbons that drove the world's life-style and culire to what it is today. It
would have been relatively easy to survey a wide range of pap@n the subject, but
making it human requires knowledge not only of those who pubhed, but of those
who achieved much while working in relative obscurity. Itshis latter group that will
probably not be recognized su ciently. These are the peopleo whom we owe much
of the practical aspects of technology utilization. | hope tlo them justice.

Where the word migration came from is not completely clear, Ut the reigning
wisdom suggests that it came from the Geologic conceptionladw oil "migrates” up-
dip. It is fairly well known that when Geologists discoveredhat drilling the "highs"
was the right thing to do, it became clear that nding the "trap” meant nding the
high into which the oil "migrated.” Technically, in its simplest form, migration (map-
migration) is fully explained by Figure 1. One need only mease relative dip in each
of two perpendicular directions, calculateA, and A, for a reasonable velocity and
then use these values to ndx® and y° These latter values determine the position
of both the output vector and the migrated time . Figures 2 and 3 illustrate
the migration of a prospective unmigrated-time contour mapFirst, the unmigrated
map in 2 is gridded. At each grid point the local apparent dips measured and the
equations of Figure 1 are used to calculate the migration wec endpoints. These
new values together with the migrated time are then re-counured to produce a mi-
grated map. Figure 3 shows the resulting vectors along witthé migrated position
in black of a two-dimensional line in red. In these gures theonstruction is based
on a constant velocity, but with a suitable "raychart" early doodlebuggers were able
to nd corresponding values for vertically varying velocites v(z). Understanding
Figure 1 provides a simple but realistic explanation of evermigration algorithm to
be discussed below. All seismic migrations move events frapparent positions to

close-to-correct imaged positions and then shift events tmigrated time or depth.
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In the early days, all nal maps were depth maps. When depth eors occured they
were corrected through a suitable change in velocity. Whilall modern migration
algorithms, in fact, do precisely what this map-migration ppoach does, they are
mostly based more on Huygens' principle as envisioned in Eig¢ 4 and 5 than they
are on vector computations. The diraction-stack method of gure 4 provides the
basic rough principle. Points from the recorded data are sweout over circles in
this constant velocity case. The envelop of these curves theeconstructs the dip-
ping event at its proper subsurface location. As is evidennithe second, Figure 5,
Huygens' principle also easily reconstucts more complex grated images from the
unmigrated data. This "swing arm" approach achieves the samresult as the map
migration method described above, but can be made to work fail arrival times
in a seismic recording and consequently can produce a closeat full image of the
re ective horizons in the recorded data.

The basic principles brie y outlined above should serve asfaundation for under-
standing what follows. Beginning with Rieber in 1936 and rshing with the so-called
high-tech algorithms of today, seismic migration is the seeh for sound speed (veloc-
ity) and dips. Sound speed is required to move events with maaed apparent dip
to their true spatial and subsurface position. As will be seg the solution to this
simple but basic problem is what has driven seismic researsice the beginning of
the method in the 1920s. Less knowledgeable readers are aédwvo keep this in mind

as they progresses through subsequent paragraphs.

1923-1935

Paraphrasing Peterson and Waller (Peterson and Waller, 19Y:

In 1924 a Mintrop seismic refraction crew, engaged by Gulf Bduc-
tion Company, successfully located the Orchard salt dome iFort Bend

County, Texas. This was probably the rst seismic discoverpn the Gulf
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Coast and maybe the rst in the world (DeGoyler, 1947). In 192, Geo-
physical Research Corporation (GRC), a wholly owned subsaty of Am-
erada Petroleum Corporation, initiated a program in Tulsa,Oklahoma,
for the design and construction of new and improved seismegh instru-
mentation. This instrument was to be based at least in part othe 1917
patent of Reginald Fessenden, who in 1914 built re ection s@ equip-
ment which was able to locate icebergs o the Newfoundland B&s at
a distance of two and one-half miles. The 1917 patent "Methsdand
Apparatus for Locating Ore Bodies," made claims which coved both re-
fraction and re ection methods to be used to locate geologformations.
Figure 6 below is an illustration from the patent (After (Peterson and

Waller, 1974)).

Note that this instrument did not use dynamite. It used a vibiating source! This kind
of source was to in uence the development of sonars in antitsmarine warfare in the
second world war and thus provide a dynamic link between undeater acoustics and
surface related seismic acquisition.

The founders of GRC apparently included DeGoyler and at leass far as the
author can determine, Cecil Green. Not a bad crew to have mag@the development
and testing of sound ranging equipment for the express purp® of nding commercial
guantities of subsurface hydrocarbons. One other sciertsf note, also of GRC, was
Dr. L. Y. Faust (Faust, 1942). While he did publish in Geophygs, many of his
contributions at GRC never reached the light of day. Accordig to Ed Parma (Parma,
2004), Marland Qil in Ponca City, OK. (the forerunner of CONCCO) claimed to have
the rst working re ection seismic system in 1927 so its alrady clear that the race
to develop a working re ections seismograph was it full swin It also remarkable
because when the Burbank eld came on around 1921, the pricé al at :05 per

barrel and their wasn't a lot of interest in spending money omhat was then a truely



novel idea.
During the period from 1926-1928, GRC tested their new ingiments extensively.
Apparently not without creating some doubts and di culties. From B. B. Weatherbty

(Weatherby, 1945)

In early 1929 the method was under considerable re. Seisnpeedic-
tions made during 1927 and 1928 had been only partially comred by
the wells drilled on the Plateau during this period. Doubt wa expressed
on a number of occasions as to whether the recorded pulsesuatly were
re ections and if so whether they came from beds as deep as tHanton
and Viola. Consequently it was necessary to do something tevive the
earlier optimism. Fortunately the opportunity to do this was presented in
a program then in progress.

In central Kansas in the spring of 1929 a considerable areachbeen
mapped on the Cimarron anhydrite which varied in depth from hree
hundred to fteen hundred feet. An example of the type of reaal obtained
in this work is shown in Figure 7

The record shows a high amplitude re ection arriving approxnately
two-tenths of a second after the instant detonation of the sit, corre-
sponding to a depth of approximate 730 feet for the re ectindporizon.

It was decided to give the method a thorough checking in thisrea.
First, two core holes a few miles apart were drilled to the Ciarron at
locations where the depth was about 500 feet and the relietufad in these
holes checked with the seismograph. Then in order to prove diely
that these pulses were re ections, a detector was placed im® of the
core holes directly on the anhydrite and another detector vgaplaced on
the surface as far on one side of the core hole as the shot poias on

the other side. It was found that the time of travel of the puls which



had been called the Cimarron re ection, to the detector on tb surface
was almost exactly twice the time of the rst arrival of the wave to the
detector in the hole thereby proving that the energy had tragled from
the surface to the anhydrite and back to the detector at the stace. To
clinch the matter nally it was decided to run a long prole. this was
done by placing detectors fty feet apart along a line throug the shot
point. Re ections were obtained from the vertical out to a dstance of
fteen hundred feet from the shot at a location where the anhgrite was
approximately one thousand feet deep. The times of arrivaf the pulses
were plotted against their respective distance and the relémg curve was
the same as the theoretical re ection time distance curve faa section
having this velocity. Thus, entirely adequate evidence sshkantiated the
fact that these pulses were actually re ections coming frorthe Cimarron
anhydrite.

By this time many of the diculties encountered on the Seminde
Plateau were being appreciated and some of them were beingg@ome.
Both instruments and shooting technique were being matetlg improved
and the cost of the work reduced. It was still necessary, hoves, to
show that the method was su ciently dependable to be of comnreial
importance. Work was resumed and extended on the Seminoleat®au.
Although some small degree of success had attended the earivork, it
was not until this later period between 1929 and 1932 that a m foun-
dation was attained. The striking success of the method in i critical
period was of extreme importance. It made the petroleum indtry will-
ing to spend vast sums of money on re ection work and throughhts

expenditure further development was greatly accelerated.



For those not familiar with the geology of the Seminole Plat its important to
note that the beds at the depths under investigation are retavely at. Even in later
years, until about 1986, production was from sandstones dnerty limestones and was
rarely deeper than a few thousand feet. At this time and in tis area, it was probably
at best di cult to envision anything remotely resembling what we would call a steeply
dipping bed today. Even moderately dipping beds were probibnot considered to be
an important issue and faults were very likely thought not tgproduce re ections and
so not worthy of consideration in the larger scheme of thingsAll seismic data was
"100%" and typically recorded into less than six phones pethst. Normal Moveout
(NMO) correction was nonexistent and velocity estimation &s haphazard at best.
Interpretation consisted of making maps in the eld based odepths calculated using
a single or in some case a few spatially varying constant veities. Geophysicists

were full "senior" members of the Flat Earth Society.

1936-1953: THE AGE OF REFLECTIONS

What changed all this seems to have happened in the mid 1930'8y now |
would presume, several of the larger oil companies includiriThe Texas Company
(TEXACO), Amerada Petroleum, the forerunners of EXXON, MOBL and Chevron,
Pan American Petroleum (AMOCO), Standard Oil of New JerseyCarter Oil, and
Continental Oil (CONOCO) were already using or were rapidlyadopting the "new"
re ection seismic method and doing everything possible tose it commercially. I'm
quite sure each such company tended to claim to have been thest to use it and
also claim the method as their own. Open disussion of it ocad only if it were
absolutely clear that a better proprietary approach was aviable. In the case of
Amerada Petroleum (Bradley, 2004), all material, books, nmuals, and equipment,
related to the seismic method were locked up each night to ase that competitors

would not bene t from these proprietary secrets. Since the athod was now accepted,



it was being used to the fullest extent possible.

As its validity became more and more acceptable and as its @gincreased, doubts
seem to reenter the picture. Even though this new fangled nteid appeared to work,
there were many places where it produced extremely poor seis records. These
were the so-called no-record areas. Questions arose as tg whe could get perfectly
acceptable records in one area and none in another. RieberdBRer, 1936b) was one

of the rst to recognize what might be happening.

The appearance of an ideal re ection record is well known tdlaf those
familiar with seismograph work. De nite, well marked bandsor patterns
of vibrations, more or less parallel to each other are seen ti@verse the
record. These bands persist in amplitudes su cient to be regdily seen and
marked, for a considerable length of record. The good shawiconditions,
permitting such records to be taken, occur chie y in regionsvhere strata
are de nite and well marked, and relatively at lying. The appearance
of a poor or low grade record is, unfortunately, almost as weknown,
especially to those who have had occasion to attempt re ecoth shooting
in regions of relatively steep folding or faulting. These pw records, while
they contain vibrations of good amplitude persisting for a atisfactory
distance down the strip, show very few patterns or line-upshich might
be marked as re ections. Furthermore, it is frequently impssible to plot
from them any consistent structural condition.

Records of this latter type are customarily marked N. R., pgumably
meaning no re ections. However, a simple consideration ohé space
geometry of the re ected wave paths will show that, in very may cases,
such confused records are due to the presence of too manyheatthan
too few, re ected waves. Consider rst the fact that such poorecords

are very frequently obtained in the vicinity of steep foldig and faulting,



where the rapidly changing attitude of the beds must neceg#lg result in
simultaneous arrival of groups of re ections from a wide vaaty of di erent
directions.

For example, take the well known case of shooting over a syinel. If
we could by some means remove either side of the syncline ahda for
the other side alone, we might expect to get a high grade redoshowing
a succession of relatively parallel bands from which the pted results
would correspond accurately to the dip of the beds in that sa&l of the

structure.

Not only does he pinpoint the issues, Rieber goes on to designd construct an
analog device for modeling waves from simple but realistieglogically styled models.
Figures 8, 9, and 10 are three examples of the models he thoughportant and the
"shadow" images he created. In the rst we see what today we wil call a di raction
from the end of a truncated bed. The second shows how diractns de ne a fault
and the third, my favorite, shows us precisely what every imatrpreter would now
recognize as the response of a syncline. To me, these are angazyures. They
clearly represent the use of modeling to provide clues as tdhwsome areas of the
Earth produce confused incoherent records. Moreover, thalo it at a remarkably
early time in the evolution of the seismic method.

Something even more amazing occurs later in Rieber's papétaving synthesized
the kinds of responses one might expect from more complex suldface strata, he
goes on to try to construct a machine to actually directly estnate apparent dip in
a seismic recording. The basic concept was simple and is yullescribed in Figure
11. From this gure its not surprising that Rieber is one of tle rst to discuss slant-
stacking (Rieber, 1936a) over receiver arrays. In my opimgthe importance of both
of Rieber's 1936 papers cannot be overestimated. In the nesdveral years, utilization

of emergence angles (Rieber's dip detector) is going to prde the basis for some of
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the rst tiny steps toward fully mechanized seismic imaging Figure 12 is a picture
of Rieber's 1936 instrumentation truck.

The bad news of this period of time was war. Undoubtly World Wall put a
real crimp in seismic exploration. Seismic surveying ceitdy did not stop, but the
number of scienti ¢ minds devoted directly to seismic re eton methods was surely
signi cantly reduced. The focus had to be on the developmemtf the machines of war
and the theoretical technology to keep the free world free. his period is probably
marked by the likes of the Swedish mathematician Herman Woldogether with Nor-
bert Weiner, C. E. Shannon, and Norman Levinson at MIT. Whiletheir pioneering
e orts focused mostly on the war e ort, they would lead throigh Shannon's sampling
theorem for converting continuous to discrete signals to ogoutational methods for
times series analysis, signal processing, and "numericalaulus.” This descrete cal-
culus would become better known as Numerical Analysis andrifio the basis for the
nite di erence approach to seismic imaging. The foundatias for the coming digital
revolution were being formed.

Seismic exploration was still completely in the hands of thdoodlebugger. All
operations and computations were done in the eld, but veryikely due to the pre-
viously mentioned work of Rieber, and certainly others at tla time, the recognition
that the world was not really at began to have an e ect. The two pages from a
1940's vintage Amerada Petroleum manual represented in Figes 13, and 14 were
part of a ve page set that described both the necessary measments and calcula-
tions required to properly position 3D re ections at their @rrect subsurface location.
Although at rst glance the formulas here do not appear to hag a lot of relevance
to seismic imaging, the manner in which this information wasised did have a di-
rect relationship. Moreover, they represent a clear recotjion that the world was
three-dimensional. As a line of seismic data was acquiredhet party chief in the eld
would do the necessary calculations to begin to map a prosgige horizon (or maybe

horizons). When a signi cant amount of dip was recognized, eross spread or "Tee"
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would be laid out perpendicular to the "straight-two-way" direction of shooting. The
next shot would then produce a record similar to one of those Figure 15. As can
be seen, the left-hand side of each record is a normal splittsad response while the
right-hand side shows upward sweeping events as a conseqeeof the perpendicular
nature of the recievers in the "Tee" group. There would have den another set of
records with the straigh-two-way on the right. From picks fom this record, theYy in
Figure 13 would be measured. Along witkXy and a suitable set of cosine and sine
tables, the true dip vector would be calculated. This vectothen de ned the new
direction of the line. Thus, to the degree possible, lines vgeshot along the direction
of true dip and as a result the map made from the in- eld measements was as close
to a 3D migrated map as possible. To my way of thinking this appach is remarkably
close to the 3D two-step migration method popularized in théate 1970's and early
1980's.

While the pages shown here are from Amerada Petroleum (now Amada Hess
Coproration) and L. Y. Faust (Bradley, 2004) in the late 1948, | am quite sure that
this kind of process was more or less in vogue at most of the mapil companies and
in many research instutitions of this era. C. Hewit Dix's (Dk, 1952) and Slotnick's
(Slotnick, 1959) books are ample evidence of this. Accordino Sven Treitel (Treitel,
2004), Dix describes and shows a drawing of a "Dip Plotting Mdine" or "Dip
Swinger" and alludes to a circular slide rule for dip comput&éions described in a 1947
paper by Mans eld.

Many interpreters from this period, some of whom (Hank AdajrJim Buelow,
Richard Brown, Richard Bradley and Octa Otan at Amerada He9d had the pleasure
of working with, were extremely adept at visually migratingdata. They could take
one look at an unmigrated section and instantly describe thstructure or prospect
without even looking at a migrated image of it. This was true en in Gulf of Mexico
salt provinces where dips along salt anks were extreme. lithk it would be correct

to say that these professionals knew what they were doing anshderstood it both
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practically and theoretically. In some sense they were theigration algorithms of
their era.

The seismic response from dipping beds is clearly being rgozed and under-
stood. It is also clear from what is about to happen that e ors to improve seismic
imaging are gathering steam. How, when, and where imporventge will come may
not always be clear, but what the improvements will be is abduo be published and

crystallized.

1954-1959: DIPS, SWINGS, AND SPECIAL MACHINES

The year 1954 might have seen the biggest technical leap of, dut certainly
the period from the mid to late 50's would have an tremendousnipact on seismic
imaging.. J. G. Hagedoorn's (Hagedoorn, 1954) explanatiarf "A process for seismic
interpretation” appears and, as | said in the introduction,becomes one of the founda-
tional papers on seismic imaging. In this paper, Hagedoorntioduces a "string" or
"ruler and compass" method for nding re ections as an envelpe of equal traveltime
curves. This method clearly invokes the by then three-hundd year old principle of
one of Hagedoorn's illustrious countrymen, Christiaan Hugens. According to legend,
Huygens formed this principle after observing what happedevhen a line of balls was
dropped into the Zuider Zee. Whether true or not, the image ahe balls in the wa-
ter conveys exactly the correct picture of what happens in miation This principle
as embodied in Hagedoorn's work was to give birth to the Kir¢to or "di raction
stack" method several years later (Bleistein and Gray, 200Bleistein, 1999). In the
modern world, the Kirchho method in all its various forms ha proven to be one
of the most exible and robust approaches to seismic imagingn addition to Hage-
doorn's work, Harry Mayne, (Mayne, 1962) was beginning therpcees of obtaining
a patent on the CMP stack that when fully accepted would dramigcally facilitate

full scale computerized seismic migration. These two dewpiments are certainly the
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foundation on which migration algorithms of later years wex built. It is also known
(Parma, 2004) that about this time, Geophysical Service lmzporated (GSI), Texaco,
and Mobil had a joint e ort to develop a digital recording sysem. Although digital
Itering and signal analysis was the primary focus, the corgjuent development of
digital computers would have an enormous impact on seismimaging.

In 1954 computerized Kirchho could only have been a dream ub the race was on
to design and construct machines capable of moving or "migmag" a given re ection
to its proper spatial position. Many successful attempts we made to construct such
devices, but because of the imposed secrecy much of what wewrabout these early
"analog migration computers" is hearsay and folklore. Fottnately, Klaus Helbig
(Helbig, 2004) and John Sherwood (Sherwood, 2004) were andithen and are still
around today. I'll start with Klaus. Klaus had just begun his career at Seismos in
Hannover, Germany in 1952 under the guidance of Gerhard SthuHis rst task was
to solve the problem in Figure 16. In his own words he describeeceiving his rst

task:

In 1952, | joined an exploration company (Seismos, Hannoygo work
on their ampli ers. But rst | was given into the hands of a party chief
(Gerhard Schulz) for a basic training in the state of the art.To this day |
am convinced that he hoped that | would fail. The point never ame up

since | found the answer quickly.

In Figures 17, 18, and 19 the problem is solved and curved rgyovided for. Figures
20 through 25 provide not only a schematic for a re ector pldér but the entire
foundation for the develop of a migration machine as realiddy Musgrave (Musgrave,
1952) in Figures 26 and 27. Klaus' comments with respect toese gures are included
in the gure captions. Apparently the goal was the re nementof an existing migration
machine, or what was called a "swing arm" machine here in théages. Again we see

another analysis of dipping events and the immediate dev@lment of an approach to
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put the re ection from dipping beds in their proper place. Khus states:

The machine was operating when | joined the crew in August 195To-
gether with the inventor | added some minor improvements. Témachine
was developed by the party chief entrusted with my geophys@ducation,
and the two of us spent over the next month more time improvinghe ma-
chine than getting me educated. In September | left to join té technical

department.

The explanation for Figure 17 goes like this:

Consider the two right trianglesBP Q and ABQ. QA and QB are
equivalent to the travel paths fromS to B and S to A, respectively. The
common sideP Q = 2h is twice the depth of the re ector. The third sides
are, respectively,  x1and X x24. Write down the Law of Pythagoras
for both triangles and subtract the two equations to eliminge h. Arrange

to get an expression fox. The expression consists of two terms:

The rightmost term is a quarter of the sum of the horizontal cordi-
nates of the rst and the last geophone. It vanishes for a symetric
spread €24 = x1) and thus can be regarded as a correction for the
asymmetry of the spread. (Today, practically only end-on spads

are used, the asymmetry correction would never vanish).

The leftmost term consists of the negative horizontal compent of
the time gradient, and the product of the square of the velotyi and
a quarter of the sum of the times at the rst and last geophone,
respectively. The minus sign in front of the time gradient (ad in
the de nition of the ray parameter p) is due to the use of a re eted
wavefront: if the downgoing ray is in the positive quadrant i( >

0; p > 0), we have on the upgoing raysl <t 24.
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One quarter of the sum of the times on the rst and the last gedpne

can be replaced with half the time at the center of the spread.

The nal change from the square of the average velocity to thaver-
age of the squared velocity accounts for the deviation of thray from

a straight line, as will be explained on a later slide.

In 1959, MIT's WorldWind computer is the rst all solid state machine in the
world and is quickly followed by scienti ¢ o erings from IBM (7090), UNIVAC, Con-
trol Data, Texas Instruments (TIl) and other computer manufacturers. The TIAC
machines from Tl are of interest because they were some of thist digital com-
puters to be used in the processing of seismic data. GSI is aofethe rst seismic
contractors to use such machines and continues to use themtilthe mid 70's (my
own experience and that of E. Parma (Parma, 2004)). Initiay{ programming is dif-
cult, but the stored program nature makes these digital mosters ideal platforms
for many of the techniques currently in vogue in seismic imagg. They are in e ect
general purpose machines that are easily adapted to a vagieif purposes. Data must
be converted to digital form, but all that's really requiredis a strong e ort in the
development of the necessary programs to encapsulate seétsimaging algorithms.
As was the case for the original re ection seismograph, therwill be tremendous
doubts about the new "digital" data and a amazing unwillingress to accept the digi-
tal revolution. But, make no mistake, the revolution is on tle way. Based on Enders
Robinson's 1954 thesis on predictive deconvolution and slar work at the now fa-
mous Geophysical Analysis Group (GAG) at MIT, Geophysical &vice Incorporated
(GSI) (with Backus, Burg, and Schneider) along with Treitelat AMOCO are very

likely the rst companies to take advantage of these digitainitiatives (Lines, 2004).
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1960-1974: THE DIGITAL AND WAVE EQUATION REVOLUTION

In the mid 1950's John Sherwood had been creatively studyimdastic sound prop-
agation using "Christmas Crackers" reworks as sources. Adr nishing his thesis in
1956 he began thinking about his future. He was advised thatshinterest and those
of the oil companies were very similar and that the latter wagretty clueless as to
what they were doing. After a quick review he immediately rexgnized the tremen-
dous possibilities Geophysics o ered and decided that thisas his industry of choice.
When he arrived at Chevron in 1958 they, in his words, "were gy large mechanical
machines with 24 channel tape to sum over traces to get the digst and the wavelet
second." This approach was a "Frank Rieber take o0 ." The migation approach was to
determine the dip from the seismic records and then by revémg the problem gure
out where to put the wavelet to construct a migrated seismicestion. This idea is a bit
di erent from the way most scientist think about migration, today. For one thing it
does not implicitly use Huygens' principle. For another, & a "beam" method. What
one is doing is something that more closely resembles map maigpn than swing arm
style di raction stack methodologies. Sherwood wasn't thenly person involved with
this kind of approach to seismic imaging. Several people aODOCO in Ponca City,
OK, and mostly surely at many other companies were thinkingxaclty the same way.
In fact, in a private communications both Bill Harlan and Chwck Sword recall that in
Chuck's disertation (Sword, 1987) some very similar Russa{Rabinkin et al., 1962)
work is discussed and related to stereo tomography. Unfortately, | am aware of
no published work that describes any of these migration appachs in detail. The
closest modern analogy is probably the wavepath migratiore¢thnique of (Sun and
Schuster, 2001; Sun and Schuster, 2000a; Sun and Schust@gdb; Sun and Schuster,
1999; Schuster and Sun, 1999), or the more complicated GaaasBeam method of
Hill (Hill, 2001; Hill, 1990), but the method is still in use & John's company, Ap-

plied Geophysical Services. John thinks that one of his casvkers, Alan Trorey, at
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Chevron produced one of the rst computerized Kirchho basd methods in the early
1960's, but again my bet would be that similar e orts were gaig on in a number
of other places including Schneider at GSI. Trorey's methodlas named Automatic
Intelligent Migration or AIM, but was not readily accepted within Chevron. In 1967,
John completed the development of "Continuous Automatic Mjration on an IBM

accounting machine running in San Francisco. The digital &might have been in its
infancy, but there was now no question that it was running fulblast.

Sometime in the late 1960's John became the "chaperon" of awmy scientist
currently on the faculty at Stanford University in Stanford, CA. This young man was
none other than Jon Claerbout. In 1970 and 1971, Jon publisthéwo seminal papers
(Claerbout, 1970; Claerbout, 1971) both of which focused dhe use of second order
hyperbolic partial di erential equations to perform the imaging. The 1971 paper
pretty much lays it all out. Upward and downward going waves gverned by a one-
way equation are coupled together with a imaging conditiorhiat produces the image.
In essence, one uses a computer to model the shot waveform dodnward continue
the recorded traces. At each depth or time step the two wavelé@s are cross-correlated
to produce the image at that xed step. Keep in mind that the conputers of the day
were not up to the task of implementing this in the shot-pro ke form we do today, but
nevertheless the essential theory was now in place. Its wlomoting that even though
Jon used one-way equations nothing expressely forbid theeusf two-way equations
in the imaging process.

For the most part, Jon's approach was based on nite di erenes. The derivatives
in the hyperbolic equations were replaced with numerical g@poximations or di er-
ences and the forward and backward propagations were donejsentially. There
were many variants of the original approach, but for many yea, Jon and his stu-
dents stayed dedicated to this methodology. Jon formed thetéhford Exploration
Project in 1973 and its probably safe to say that for many sulkguent years SEP was

the leader in the development of this technology and Jon'seds. Jon's SEP has also
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produced a tremendous number of the top geophysicists in theorld. Its di cult
or impossible to name one of Jon's students that has not beensaong contributor
to the geophysical literature. The SEP together with its foerunner the GAG group
at MIT were probably the basis for many of the superb consosdito come. Without
these two leaders we might not have The Center for Wave Phenemon at Colorado
School of Mines, McMechan's Center for Lithospheric Studieat The University of
Texas at Dallas, Jerry Schuster's Consortia at The Universi of Utah, The Allied
Geophysical Laboratory at The University of Houston, TRIP & Rice, or maybe even
Professor Berkhout's Delphi at Delft in Holland. There are rany more of course, but
| think I'll let the reader discover the rest.

In 1974 | was a faculty member at The University of Tulsa. Bease | had done
a lot of research into digital signal processing algorithmis anti-submarine warfare |
was asked to teach a course entitled "Digital Methods in Gebgsics." At that time
the rather amboyant Jerry Ware was directing geophysical ésearch at CONOCO
in Ponca City, OK. He invited me to come over and get an introdction (I think
now what he really intended was to educate me) into what Geopkics was all about.
In the process of that visit | was introduced to Dr. R. H. Stolt Bob explained
the details of a company report he had written on something @ad "Migration by
Fourier Transform" which later appeared in Geophysics (St 1978). | was absolutely
amazed. This was something very similar to some work | had deron sonar data
while employed as an Engineer/Scientist at TRACOR in Austin TX. While what |
attempted was more focused on the detection of submarinesgtbasic equations and
solutions were very similar. The link between anti-submamie warfare and seismic
data processing should not have been surprising, but it was.must admit | did not
understand the geophysical aspects of Stolt's work very Webut his results were
certainly convincing. | decided that maybe working on oil idustry problems was not
so bad after all and might even be fun. | was hooked.

The di erences between Jon's approach and Bob's was quiteainatic. Because
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it relied on something called the Fast Fourier Transform Baok was very fast. Even

on the computers of the day (Parma, 2004)

it could be applied routinely and was instrumental in CONOCGs suc-
cess in the Lobo of South Texas. Before migration, the Lobo jgst a
mishmash of crossing events. The greatest risk was drillinghere the
reservoir was faulted out. After migration, we were nally &le to actu-

ally see where the faults were located.

| have no doubt's Rieber would have understood an applauded.

While Stolt's Fourier based method was only theoreticallyadid for constant veloc-
ities, Jon's nite di erences were reasonably insensitivéo velocity variation. On the
other hand Jon's method could only handle dips up to around 1degrees while Bob's
method was good up to 90 degrees. Both were one-way methodd ao assumed that
only upward traveling waves were recorded at the receivergater research coupled
with the ever advancing increase in computer power would xlhof these problems
and result in a tremendous variety of migration algorithm chices.

In my opinion, these two papers are signi cant for four reasts. First, they pro-
vided a di erent approach to the solution of the same problemSecond, they repre-
sented two of the rst deviations from the di raction stack approaches of the period.
Third, they were both based on the same second-order hypehiogartial di erential
equations. Fourth, they made it clear that one could actuajl digitally image data on
the computers of the day. One must remember that imaging digil seismic signals
was not broadly understood. During the early part of my tenug from 1984 to 1997
at Amerada Hess Corporation it was not unusual to hear one oh¢ employees of
the predecessor company, Amerada Petroleum, say "you wilever be able to record
enough bits to make digital as good as analog," or "the old al@y data was much
better than the digital of today." In fact, employees of Ameada Petroleum were very

adamant about never ever going digital. Similar comments nabe made about the
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"wave equation” used by both Claerbout and Stolt. In an almdsexact analogy to

the doubts associated with the original seismograph in the920's, this wave-equation
based stu was apparently a bit di cult to accept. Nevertheless in addition to the

di raction stack predecessor to emerging Kirchho approakes, there are now three
additional competing approaches to computerized seismimages. The two mentioned
above are at this point in time well known in the research wadl The one emerging
at Chevron under Sherwood and N. R. Hill was not. Maybe a bettestatement is

that the one under Sherwood at Chevron was being forgotten dropped in favor of

more automatic wave-equation based technigues. What's imgant to remember is

that these four methods will form the basis for the technologthat is about to appear

and become part of the state-of-art in the future.

Up until now the typical geophysicist lived in a two-dimensdnal world. Seismic ac-
quisiions were essentially a grid of widely spaced surfageek that were thought to be
two-dimensional. Prospect maps were made by contouring pted times from widely
spaced 2D lines. This was and actually had to change. Even tb&l doodlebuggers
realized that the world was three-dimensional and seismic@uisiont and imaging had
to evolve to make 3D imaging possible. This began roughly abe end of this period
and resulted in the accelerated development of both algdnitns and computer power.
Two-dimensional algorithms had to become 3D algorithms ancbmputers had to be

able to process and image enormous amounts of data.

1975-1988: EXPLOSIVE ALGORITHM DEVELOPMENT

Regardless of what some of the Geophysicists of the day thbtigvave equations,
digital processing, and seismic imaging was here to stay. dhould not be a surprise
that a hyperbolic partial di erential equation was the fundamental basis. Within
the short-o set approximation, hyperbolicity is almost guaranteed. Once accepted,

the drive to produce computationally e cient algorithms became a race. Figure 28

21



shows just how explosive this process was. Although not déweed in this order,
two-way reverse time propagation topped the list in accurgcwhile the beam method
of Sherwood (yes, its the one from Chevron) and Stolt's Fowni based methodology
were and still are clearly the most e cient. Note that the vag majority of algorithms
in Figure 28 are below the "one-way" line. The reason for this clear. To get a one-
way equation one must rst factor the full two-way equation. Every mathematician
will tell you this is really not possible. Every practioner wvill argue that "it works."
Yes, it works, but the factorization process indtroduces nmgy problems along the way
that are at best very di cult to resolve. For example, when ore factors the second
order equation as if its just a second order quadratic, onedes all wave propagation
phenomenon associated with lateral propagation. As a resuthe amplitudes of these
one-way equations are not correct and any kind of "true" ampglde processing is not
possible without some kind of " xup". Many such issues are heg researched today
and new solutions appear frequently, so be patient, there&ill a lot to come and a
lot to do.

There were many contributors to the development of e cient #&orithms. In 1971
Schneider's (Schneider, 1971) "Developments in seismida@rocessing and analysis"
tied di raction stacking and Kirchho migration together. In 1974 and 1975, French
(French, 1974; French, 1975), and Gardner (Gardner et al.914) clari ed this even
more. In 1978, Schneider's (Schneider, 1978) "integral foulation” of migration
put our di raction schemes on rm theoretical foundations. Gazdag (Gazdag, 1978)
entered the fray in 1978 with an adaptation to Stolt's origiml algorithm that was one
of the rst to begin the removal of Stolt's constant velocityassumption and appeared
almost simultaneously with Bob's. Gazdag's 1978 phase-thmethod was modi ed to
"phase-shift plus interpolation” (Gazdag and Sguazzero,984) and followed shortly
thereafter by Sto a's (Sto a et al., 1990) split-step methad that would foretell the
"phase-screen” methods of Wu (see below). In 1980, Berkho(Berkhout, 1980)

published a detailed description of a general framework f@eismic migration. This
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and the later book (Berkhout, 1985) are certainly classica this e ort. While it never
received the acceptance it deserved, the end of this perioaws Gardner and Forel
(Forel and Gardner, 1988) (see also (Bednar, 1999)) develapcompletely velocity
independent migration technique. It sounded impossibleubboth Shell and Amerada
Hess proved that it worked just ne in practice.

In 1982, Dan Whitmore at AMOCO along with co-workers (AMOCO Uat work)
imaged the overturned anks of the Hackberry Dome in Louisiaa by the use of
reverse-time migration. According to Larry Lines, (Lines2004) this "surprised ev-
eryone at the 1982 SEG Workshop on migration. In the fall of @t year, R. G. Keys,
working for me at Cities Services, did the same thing for a damin Southeast Texas.
Keys fed the reversed-time seismic data into a nite-elemémodeling program writ-
ten by Kurt Marfurt under John Kuo's direction at Columbia University. | should
like to note that when | presented Keys' results to managemethey basically told me
you could not do depth migration. They all new that "model-inmeant model-out."
Thus, even with all these developments the wave-equation gvatill not fully accepted.
During the course of a presentation entitled "A Discrete Lolbat 1-D Inverse Scatter-
ing" at Cities Service in Tulsa in the Spring of 1982 | discréted the one-dimensional
version of the wave equation and automatically came up with @upillaud’'s method.
One of the listeners in the back of the room virtually screante"Goupillaud's method
has nothing to do with this nuclear equation you have writteri' I'll come back to this
notion of inverse scattering a bit later, but for now su ce it to say that the ideas here
provide yet another approach to imaging the Earth's interor(or at least the rst 30
or 40 thousand feet).

In 1983, the cat came out of the bag in nearly three simultanasly published
papers on this new two-way solution to migration. Whitmore {Vhitmore, 1983),
McMechan (McMechan, 1983), and Baysal, Sherwood, and Kosl®aysal et al.,
1983) authored these papers. McMechan's paper was rejectgd Geophysics, but

later appeared in Geophysical Prospecting. It is one of thdearest descriptions of
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nite-di erence methods in back propagation to date. Its a geat place to start a
research e ort into seismic migration.

In 1987, Bleistein (Bleistein, 1987) published what becamene of the de ning
articles on Kirchho migration (he would say inversion) usng a vastly improved
approach to amplitudes and phases (traveltimes). Seismicignation could now be
done in the space-time X;t), frequency-space f(x ), wavenumber-space K; x), or
almost any combination of these domains. Both Whitmore's ahKeys' images were
poststack depth migrations so the move from time to depth wagn the way.

John F. Kennedy's space initiative had provided the nation #h a vast supply
of young physicists, mathematicians, engineers, and contpu scientists. Sadly, |
fear this supply is dwindling at an alarming rate today. The pace-program also
added impetus to the development of powerful vector process (most notably Cray
Research) that made development and application of advarg@émaging algorithms
possible. By 1979 an Apple Il t on one's desk and was 1000 timenore powerful
than the rst computer | ever programmed. In 1981/1982 the Cay-1 was 1400 times
more powerful than a VAX 780. Today almost any PC on the markeis vastly more
powerful than that original Cray. Unfortunately the computers of this period were
still not powerful enough to do prestack migration with any éthe more advanced and
accurate algorithms. John Sherwood's algorithm could hayseen used this way (and
may have been), but full downward continuation using somethg like Claerbout's
algorithm was prohibitively computationally expensive. h 1986 Gerald Neale and |
at Amerada Hess tried to do prestack reverse time migratiomaa small 2D line. The
attempt was a total failure. Even on an IBM 3090-200J imaginghat 2D line would
have taken months. Prestack reverse time was impractical ¢h and may have only

limited use today.
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1989-2004: CLUSTERS AND COMMODITY BASED COMPUTING

With regard to computers, one of the most signi cant develoments during this
period was the development of Seismic Unix at the Colorado I8ml of Mines. This
system was designed by Einar Kjartansson for UNIX operatingystems and later
popularized at Mines by Shuki Rhonen. Jack Cohen and John Sfowvell made this
into what is now called Seismic UNIX (Stockwell, 1997) at theCenter for Wave
Phenomena (CWP) at Mines. It is now the most downloaded packe for processing
seismic data in the world. It works on almost all varieties o0JNIX, including LINUX
and the current MAC OS X. All geophysicists owe a debt of gratiide to Einar, Shuki,
Jack and John for their tremendous foresight and e orts.

Without the relentless progression toward smaller and moneowerful computers
prestack migration as we know it today may not have ever beeropsible. The theory
would be there (some say it was always there we just exploitet), but applying it
would be as di cult as it was for Rieber. The "super computers of the day were fast,
but even the fastest Cray T90 was not fast enough to handle thever increasing data
volumes being generated by modern marine acquisition syste. These machines were
also so expensive that many companies either did not have teeonomic resources or
were simply unwilling to part with the necessary nances to equire one.

In about 1989, two events made me believe that not only coul@ismic migration
become an almost solely prestck process, but might in fact dmme the processing
norm. The rst of these was the recognition that one could camect several rela-
tively inexpensive workstations together to form a powerfucluster computer, and
the second was the development by Yonghe Sun of an extremelgient beam-stack
approach (Sun et al., 2000; Bednar and Bleistein, 2000) to 3&rchho style migra-
tion. Recognition of the power of the cluster computer actuly arose from running
a Seismic Unix style processing stream on a dual CPU Apollo DNDOOO worksta-

tion. When this machine arrived at Amerada Hess it only had dg one CPU. After
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plugging in the second CPU the processing stream ran twice &sst as it had with
one CPU. It did not take long to realize that passing data frommachine to ma-
chine was not only feasible but might result in a processingngronment on which
3D prestack depth migration could be made to work both e cietly and in a cost
e ective manner. Sun's beamstack migration was 4-6 timesdter than any Kirchho
we could have written and as a result the combination of clust computers and a
fast algorithm made reasonable-sized prestack depth migian possible. By 1994 the
cluster-algorithm combination could process 72 square @4 (8 GOM Blocks) of input
data into 36 square miles (4 GOM blocks) in 8 days on a 40 CPU IBP2. In late
1998 the installation of a LINUX based cluster at Amerada HaesCorporation foretold
the move away from IBM-style SP2's to cheaper and more e cid@rPC based systems.
The appearence of Advanced Data Solutions LINUX base Rebélster system run-
ning prestack Kirchho depth migration on the oor of the 1999 SEG convention
con rmed that even small companies could enter the 3D depthmaging arena.

If we include the generalized phase screen methods of Wu (WadaHuang, 1992;
Wu and M[] V, 1996) its probably safe to say that, as indicateth Figure 28 most of the
algorithms we use today were developed during this periodefaps a more accurate
statement is that the general schema needed to implement g algorithms on the

existing machines of the day was in place. All that remainedag the implementation.

PHILOSOPHICAL RAMBLINGS

In view of the imposing theoretical developments over the $a seventy- ve years,
it might be easy to claim that there isn't much more to do. Mayle the basic theory
is actually in place and all we need to do is continue to let Mage's law (computer
speed doubles every 18 months) bail us out. Its quite easy togae that Moore's
law is about to expire so | don't think we should consider relgg on that. As far

as theory is concerned, | can also argue that we don't undeastd wave propagation
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in real rocks (even in the simple acoustic heterogeneous €aas well as most of us
seem to think. Anisotropic wave propagation can be modeledhut precisely what
parameters we should use and how we should estimate them idl stot generally
accepted. Generation of a full elastic synthetic data setsavas done in an isotropic
or acoustic sense over the SEG/EAGE salt model, is at least s&echde away from
being a routine undertaking.

| remember hearing that at one of AMOCO's Friday afternoon "lpainstorming"
sessions in the late 1980's, the question "What it the biggegroblem we face today?"
was posed. Someone wrote This was immediately corrected tov(z) which of course
was then erased (they had a real chalkboard in that room) ancewritten v(x;y; z).
Ignoring Thomsen's and for the moment, | think we still do not do as great of
a job estimating that elusive 3Dv(X;y;z) as some may think. If we can't do that,
what hope do we have of estimating Thomsen's anisotropic @aneters?

One can also argue that our current images still contain too meh noise. They are
corrupted by many events whice we would like to call noise, bat least to my way of
thinking are actually signal. Multiples and various forms belastic wave phenomena
produce migration artifacts when imaged with our current ciection of algorithms
that ignore such events. One-way equations are particulgrsuceptable to producing
artifacts from turning wave events. Its quite natural to askif this coherent but
undesirable part of the wave eld can be used in some consttive maneer.

With a few exceptions over the last 15 years, we have almostadly ignored highly
mathematical inversion (Tarantola, 1987; Weglein et al., @3; Berkhout, 1984) ap-
proaches to velocity estimation and migration. In an earlieparagrah, | mentioned
inverse scattering. This wave-equation based concept, aspularized by Art Weglein,
A. J. Berkhout, and Eric Verschuur has already produce a 3D nftiple suppression
approach that shows tremendous promise in resolving at léame of the issue men-
tioned in the previous paragraph. The conjugate to the invee scattering series

approach might be called an imaging series. By carefully r&@ving coherent noise
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(such as multiple energy) and then apply the imaging serien the right way it is at
least theoretically possible to get the right image with thevrong velocity. | think its
not within the scope of this paper to go into to much detail, btithis inverse method
appears to o er a new and exciting solution to the ever changg seismic imaging
problem. As is the case with multiple suppression this metllodemands data with
complete source-receiver reciprocity.

In my opinion, the time is ripe to revisit these methods with ew vigor and e ort.
Whether or not we can nd enough people to do the research is dpaning to be
guestioned. | fear that we no longer have the JKF vision to do kat it takes to
invent the future. Whether or not we will ever have the computr power to do it
is also in doubt. Since doing the inversion by Tarantola's ntieod not only requires
source-receiver reciprocity, but measurement at very loweiquencies as well we may
never be able to do inversion in an acceptable manner.

| would like to hope that the next 75 years will be as productie as the last. When
viewed from the present, going from pencil and paper calctilans to single purpose
analog machines to modern digital computers is a breathtalg panorama. Hopefully
the "back to the past”" view 75 years hence will be as good as shone and provide
solutions to the data acquisition, parameter estimation ath processing questions we

still can't answer today.
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FIGURES
FIG. 1. Map Migration in 3D. The vector in this gure de nes the direction and
length of movement. The lateral repositioning de ned by thevector followed by the
shift to shorter "migrated” time is what all migrations do. The shift to shorter time

is basically equivalent to a normal moveout (NMO) correctin.

FIG. 2. An unmigrated time map. This map was made in the late T80's at Amerada
Hess Corporation from a grid of 2D marine lines. It was hand otoured and then
gridded with a ruler. Each point on the grid provides apparetndip in both the x and

y directions.

FIG. 3. The vectors as computed from the gridded version of ¢hmap in Figure

2. Some of these vectors are over two miles long.

FIG. 4. A schematic for a "swing arm” method for migration. Athough as illus-
trated, this method is based on a constant velocity it is edgi extended to local

vertically varying v(z) functions. This method clearly invokes Huygens' princig.

FIG. 5. Schematically applying the swing arm technique to da from a syncline.
The top part of this gure is synthetic data from a single re ector with two synclines.
The classic bow-ties are clearly evident. The bottom part slw how, even without
proper amplitudes, Huygen's principle reconstructs the rector as the envelope of a

set of velocity dependent curves. | am indebted to Norm Bldgin for this gure.

FIG. 6. Fessenden's scheme for locating geologic formatsonFrom his 1917 patent

as illustrated in (Peterson and Waller, 1974)

FIG. 7. A 1920's vintage record from the Seminole Plateau (Vsigherby, 1945)
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FIG. 8. Rieber's (Rieber, 1936b) truncated bed shadow grapimodel with super-
posed wavefront. The diraction o the truncated edge is quie clear. This shows an

amazing similarity to modern nite di erence models

FIG. 9. Rieber's (Rieber, 1936b) faulted bed shadow graph rdel with superposed

wavefront. Again the di raction from the fault is clear.

FIG. 10. In this gure Rieber (Rieber, 1936b) shows us the rpsnse to a syncline.
The top gure is at a shorter time than the bottom. If the reade visualizes when
the responses arrive at the surface, the image will be preais that of a syncline.

Compare this to Figure 5

FIG. 11. Rieber's (Rieber, 1936b) schematic for detectingravals from dipping beds.

This is probably the rst version of a dip scanning or slant sack device ever devised.

FIG. 12. Rieber's 1936 instrumentation truck. The "doghous" and all.

FIG. 13. Page 4 of the Geophysical Research Corporation appach to dip calcu-

lations

FIG. 14. Page 5 of the Geophysical Research Corporation appach to dip calcu-

lations

FIG. 15. Two late 1940's vintage Amerada Petroleum seismiecord showing a
"straight-two-way" and a'"Tee" record for determining the parameters for the cal-
culations described in Figures?? - 14. Note that the left hand side is a normal

split-spread record while the right-hand side of each reabrepresents the "Tee"
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FIG. 16. A test for an aspiring geophysicist. Klaus Helbig'd952 introduction to
Geophysics.

FIG. 17. Klaus Helbig's presentation of the solution to the mblem of the previ-

ous gure.

FIG. 18. An answer to a tough problem. This calculation requées close atten-
tion to the di erent signs. Even at the modest production raes of the fties, it was
unavoidable that errors crept into the several hundred caltation by hand that had
to be carried out. Other companies must have had their way ofedling with this
problem. In our company a two-dimensional slide rule was use While it was not
absolutely fool proof it simpli ed the calculations drastcally and forced the operator

to be consistent. Consistent sign errors are more easily deted than random errors.

FIG. 19. Corrections for curved rays.Up to now the rays weramplicitly assumed
to be straight. As long as the velocity depends on depth only is easy to incorpo-
rate curved rays by solving the problem layer-for-layer anthen integrating. Since
depth is unknown afore hand it is more consistent to integratover VERTICAL time,

l.e. over the time along a vertical ray. While speci c casesan be solved exactly, the
general case of arbitrary dependence of velocity on depthgteres the two approxi-

mation shown in red in the gure.

FIG. 20. A schematic for a re ector plotter. A temporary vertical line is drawn
at horizontal distancex down to the (expected) position of the re ector element. A
ruler graduated in distance traveled for given times (timeare displayed on the scale)
is placed so that the zero-mark is at the sourc® and the actual traveltime at the

intersection with the temporary vertical line. With the ruler rmly held in place, a
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small set square is placed against the ruler to draw the forna part of the re ector
elements. The set square is graduated at half the scale of thest of the drawing.
This simpli es the drawing of the lengths of the parts of the e ector elements (about

half as long as the corresponding surface spreads.

FIG. 21. Principle for a machine for event migration. The negtive migration o set

not corrected for the asymmetry of the spread stands in the se relation to the
integral over the squared velocity as the time di erence tohe position di erence.
The di erent parts of this relation are assigned to correspading sides of two similar

triangles.

FIG. 22. A machine design. The dimensions of the machine weadout 1m by
70 cm. Since most re ections were visible on all 24 traces, éhlelta-x setting and
the asymmetry setting remains generally constant at leastuding the calculation for

a seismogram.

FIG. 23. The mathematics for a wavefront chart.

FIG. 24. Wave front charts for velocity functions (v/vO)n = (z+z0)/z0. n=0 constant
velocity, n=1 standard chart (constant velocity gradient, rays are circles, fronts are
spheres). n=2 is more realistic, but in the pre-computer daydi cult to generate.
Albert Musgrave (Musgrave, 1952) invented a machine to catngct rays in such a

medium. No machine seems to have survived.

FIG. 25. The basis for A. W. Musgrave's migration machine useby Mobil Oil.

FIG. 26. Musgrave's migration machine. | don't know about tle reader but this

looks like a printing press to me.
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FIG. 27. Musgrave's version of the design in 20 above.

FIG. 28. A modern migration hierarchy.
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FIG. 1. Map Migration in 3D. The vector in this gure de nes th e direction and length
of movement. The lateral repositioning de ned by the vector followed by the shift to shorter

"migrated"” time is what all migrations do. The shift to short er time is basically equivalent

to a normal moveout (NMO) correction.
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UNMIGRATED TIME MAP

Hess Corporation from a grid of 2D marine lines. It was hand catoured and then gridded

with a ruler. Each point on the grid provides apparent dip in both the x and y directions.
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FIG. 3. The vectors as computed from the gridded version of tle map in Figure 2. Some

of these vectors are over two miles long.
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SMEAR STACK MIGRATION

rj,

(VT)%4 = SC 2+ BC?

T = TWO-WAY TRAVELTIME
o = TRUE DIP

= APPARENT DIP

v = MEDIUM VELOCITY

PAGE 9

FIG. 4. A schematic for a "swing arm" method for migration. Al though as illustrated,

this method is based on a constant velocity it is easily exteded to local vertically varying

v(z) functions. This method clearly invokes Huygens' principle.

44



Trace number
20 40 60 80

Time in Seconds
N

+ R0
O SAACOOGK)
) ',:;:a’t s "o:oiﬂ )
AN,

FIG. 5. Schematically applying the swing arm technique to dda from a syncline. The

top part of this gure is synthetic data from a single re ecto r with two synclines. The classic
bow-ties are clearly evident. The bottom part show how, evenwithout proper amplitudes,
Huygen's principle reconstructs the re ector as the envelpe of a set of velocity dependent

curves. | am indebted to Norm Bleistein for this gure.
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FIG. 6. Fessenden's scheme for locating geologic formatign From his 1917 patent as

illustrated in (Peterson and Waller, 1974)
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FIG. 7. A 1920's vintage record from the Seminole Plateau (Watherby, 1945)
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FIG. 8. Rieber's (Rieber, 1936b) truncated bed shadow graphmodel with superposed
wavefront. The diraction o the truncated edge is quite cle ar. This shows an amazing

similarity to modern nite di erence models
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FIG. 9. Rieber's (Rieber, 1936b) faulted bed shadow graph mdel with superposed

wavefront. Again the diraction from the fault is clear.
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FIG. 10. In this gure Rieber (Rieber, 1936b) shows us the reponse to a syncline. The
top gure is at a shorter time than the bottom. If the reader vi sualizes when the responses
arrive at the surface, the image will be precisely that of a syncline. Compare this to Figure

5
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FIG. 11. Rieber's (Rieber, 1936b) schematic for detecting mivals from dipping beds.

This is probably the rst version of a dip scanning or slant stack device ever devised.
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FIG. 12. Rieber's 1936 instrumentation truck. The "doghouse” and all.
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FIG. 13. Page 4 of the Geophysical Research Corporation appach to dip calculations
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FIG. 14. Page 5 of the Geophysical Research Corporation appach to dip calculations
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FIG. 15. Two late 1940's vintage Amerada Petroleum seismic ecord showing a
"straight-two-way" and a'"Tee" record for determining the p arameters for the calculations
described in Figures?? - 14. Note that the left hand side is a normal split-spread reord

while the right-hand side of each record represents the "Tee
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FIG. 16. A test for an aspiring geophysicist. Klaus Helbig's 1952 introduction to Geo-

physics.
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FIG. 17. Klaus Helbig's presentation of the solution to the problem of the previous gure.
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FIG. 18. An answer to a tough problem. This calculation requies close attention to
the di erent signs. Even at the modest production rates of the fties, it was unavoidable
that errors crept into the several hundred calculation by hand that had to be carried out.
Other companies must have had their way of dealing with this poblem. In our company
a two-dimensional slide rule was used. While it was not absaltely fool proof it simpli ed
the calculations drastically and forced the operator to be onsistent. Consistent sign errors

are more easily detected than random errors.
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FIG. 19. Corrections for curved rays.Up to now the rays were mplicitly assumed to be
straight. As long as the velocity depends on depth only, it iseasy to incorporate curved
rays by solving the problem layer-for-layer and then integmating. Since depth is unknown
afore hand it is more consistent to integrate over VERTICAL time, l.e. over the time along
a vertical ray. While specic cases can be solved exactly, th general case of arbitrary

dependence of velocity on depth requires the two approximabn shown in red in the gure.
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FIG. 20. A schematic for a re ector plotter. A temporary vert ical line is drawn at
horizontal distance x down to the (expected) position of the re ector element. A ruler
graduated in distance traveled for given times (times are déplayed on the scale) is placed
so that the zero-mark is at the sourceS and the actual traveltime at the intersection with
the temporary vertical line. With the ruler rmly held in pla ce, a small set square is placed
against the ruler to draw the forward part of the re ector ele ments. The set square is
graduated at half the scale of the rest of the drawing. This sinpli es the drawing of the
lengths of the parts of the re ector elements (about half as bng as the corresponding surface

spreads.
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FIG. 21. Principle for a machine for event migration. The negative migration o set not
corrected for the asymmetry of the spread stands in the sameelation to the integral over
the squared velocity as the time di erence to the position dierence. The di erent parts of

this relation are assigned to corresponding sides of two siitar triangles.
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FIG. 22. A machine design. The dimensions of the machine werabout 1m by 70 cm.
Since most re ections were visible on all 24 traces, the de#-x setting and the asymmetry

setting remains generally constant at least during the calalation for a seismogram.
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FIG. 23. The mathematics for a wavefront chart.
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FIG. 24. Wave front charts for velocity functions (v/vO)n = ( z+z0)/z0. n=0 constant
velocity, n=1 standard chart (constant velocity gradient, rays are circles, fronts are spheres).
n=2 is more realistic, but in the pre-computer days di cultt o generate. Albert Musgrave

(Musgrave, 1952) invented a machine to construct rays in sut a medium. No machine

seems to have survived.
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FIG. 25. The basis for A. W. Musgrave's migration machine usé by Mobil Oil.
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FIG. 26. Musgrave's migration machine. | don't know about the reader but this looks

like a printing press to me.
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FIG. 27. Musgrave's version of the design in 20 above.
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FIG. 28. A modern migration hierarchy.
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